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The response of LiF:Mg,Ti thermoluminescent dosimeters (TLDs) as a function of photon energy
was determined using irradiations with moderately filtered x-ray beams in the energy range of
20-250 kVp relative to the response to irradiations with *°Co photons. To determine if the relative
light output from LiF:Mg,Ti TLDs per unit air kerma as a function of photon energy can be
predicted using calculations such as Monte Carlo (MC) simulations, measurements from the x-ray
beam irradiations were compared with MC calculated results, similar to the methodology used by
Davis et al. [Radiat. Prot. Dosim. 106, 33—-43 (2003)]. TLDs were irradiated in photon beams with
well-known air kerma rates using the National Institute of Standards and Technology traceable
M-series x-ray beams in the range of 20-250 kVp. For each x-ray beam, several sets of TLDs were
irradiated for times corresponding to different air kerma levels to take into account any dose
nonlinearity. TLD light output was then compared to that from several sets of TLDs irradiated at
similar corresponding air kerma levels using a ®°Co irradiator. The MC code McNP5 was used to
account for photon scatter and attenuation in the holder and TLDs and was used to calculate the
predicted relative TLD light output per unit air kerma for irradiations with each of the experimen-
tally used photon beams. The measured relative TLD response as a function of photon energy
differed by up to 13% from the MC calculations. We conclude that MC calculations do not accu-
rately predict the relative response of TLDs as a function of photon energy, consistent with the
conclusions of Davis et al. [Radiat. Prot. Dosim. 106, 33-43 (2003)]. This is likely due to compli-
cations in the solid state physics of the thermoluminescence process that are not incorporated into

the simulation. © 2008 American Association of Physicists in Medicine.
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[. INTRODUCTION

Thermoluminescent dosimeters (TLDs) are commonly used
to measure dose from ionizing radiation. In particular, TLDs
have been used extensively to measure brachytherapy source
parameters such as the dose-rate constant. The dose-rate con-
stant of a brachytherapy seed is defined by the American
Association of Physicists in Medicine (AAPM) Task Group
43 to be the ratio of the dose rate at 1 cm along the transverse
axis of the source in water to the source air-kerma
strength.'® Most dose-rate constant measurements are per-
formed using TLDs placed in a phantom around a source of
known air-kerma strength. The light output from the TLDs is
then compared to that from TLDs irradiated in a phantom for
which the dose to water is known in the absence of the TLD.
The reference irradiation is usually from a higher energy
source such as ®°Co or a 4 or 6 MV linear accelerator, which
have well-established dosimetry protocols based on absorbed
dose to water. The output from these sources can be cali-
brated using the AAPM Task Group 51 protocol,* or the
International Atomic Energy Agency TRS-398 protocol,”
both of which can provide relatively low uncertainties on the

1859 Med. Phys. 35 (5), May 2008

0094-2405/2008/35(5)/1859/11/$23.00

dose to water at a reference depth in phantom. The light
output from the TLD per unit dose to water is determined
with the reference beam, and the TLD calibration curve is
used to determine the dose to water from the TLDs irradiated
with the low-energy brachytherapy seed.’® However, LiF
TLDs have different photon interaction cross sections than
water, so a correction must be applied for the change in TLD
light output per unit dose to water as a function of photon
energy.® This is usually referred to as “energy response” in
the literature, and in the context of brachytherapy dosimetry
it can also include corrections for volume averaging, detector
self-absorption, medium displacement, and conversion of
measurements in a plastic phantom to results in liquid water.*
Since the term “energy response” can have multiple mean-
ings, we will avoid its usage here. The terminology here will
refer to the TLD light output per unit of a given quantity,
either air kerma in the absence of the TLD, dose to water in
a phantom in the absence of the TLD, or absorbed dose in
the TLD itself. “TLD response” will be used as a general
term to describe the TLD light output per unit of an arbitrary
quantity and can be equally applied to results in terms of air
kerma, dose to water, or dose to TLD. The TLD response as
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a function of photon energy is the area of investigation in
this work, and because the results are normalized at a refer-
ence photon energy (°Co here), it will be referred to as the
relative TLD response.

Several studies frequently cited in the brachytherapy lit-
erature have investigated the LiF:Mg,Ti TLD energy correc-
tion for low-energy brachytherapy sources such as
125(~28 keV) and 1®pd(~21 keV). Hartmann et al.” mea-
sured a TLD light output per unit dose to tissue of
1.40 +2.8% for 40 kV x rays relative to ®°Co photons but
provided very few details of their experimental technique.
Weaver® used an array of *?I seeds to measure a TLD light
output per unit dose to water of 1.39 +0.03 relative to ®Co
photons. A later article by Weaver et al.’ measured a TLD
light output per unit dose to water of 1.47 +5% relative to
9Co photons for model 6702 %I seeds and 1.42 5% for
model 6711 *?°| seeds. Meigooni et al.'®™* published two
separate articles in 1988 with a measured TLD light output
per unit dose to water of 1.41 + 3% for 60, 80, and 100 kV x
rays relative to 4 MV x rays. Muench et al."* measured a
TLD light output per unit dose to water of 1.41 for 60 kV x
rays relative to 4 MV x rays but did not provide an estimated
uncertainty on their results. Many of these studies were re-
viewed in a chapter by Willamson and Rivard from the pro-
ceedings of the AAPM 2005 Brachytherapy Physics Summer
School.®® Some of the shortcomings with these studies are
that hand calculations were used to determine the conversion
from exposure for the low-energy sources free-in-air to ab-
sorbed dose to water, and only the articles by Weaver et al 89
took into account photon attenuation or scatter effects in the
TLDs or supporting apparatus. The results from these studies
were all in good agreement with the predicted TLD light
output per unit dose to water of 1.41-1.42 calculated using a
simple ratio of mass energy-absorption coefficients from LiF
to water for 20-30 keV photons relative to ®°Co photons.**
The good agreement between all of these studies led to a
common TLD energy correction of ~1.4 being used for most
TLD determinations of the dose-rate constant for low energy
brachytherapy sources.*

More recent studies by Das et al.'® and Davis et al.*® have
used Monte Carlo (MC) methods to calculate the dose to
TLD for different energy photon beams to determine whether
the measured TLD light output is directly proportional to the
energy deposited (or dose) in the TLD. This direct propor-
tionality is also referred to as “intrinsic Iinearity.”l’13 If the
measured TLD light output per unit dose to TLD is indepen-
dent of photon energy, then MC calculations could be used
reliably to calculate TLD corrections for a wide variety of
irradiation conditions based on the calculated dose to TLD.
Given the recent influx of new brachytherapy sources, deter-
mining if TLD response can be modeled accurately using
MC is vital, as some researchers use MC as the sole method
for determining the energy correction for TLDs used in
brachytherapy seed measurements.'’ 22

The AAPM Task Group 43 Update (TG-43U1) (Ref. 1)
report highlights the investigations by Das et al.® and Davis
et al.'® because they give contradictory conclusions regard-
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Fic. 1. Results of Das et al. (Ref. 15) (@ small and A large chips) and
Davis et al. (Ref. 16) (M) for relative TLD light output per unit dose to TLD
as a function of photon energy for LiF:Mg,Ti TLDs.

ing the measured TLD light output per unit dose to TLD as a
function of photon energy. Das et al.® concluded that the
measured TLD light output per unit dose to TLD is constant
as a function of photon energy, while Davis et al.*® found an
energy dependent change in TLD response. Figure 1 presents
the measured TLD light output per unit calculated dose to
TLD normalized to the high-energy calibration source for
each of these publications. A constant result at unity would
represent no dependence on photon energy for the measured
TLD light output per unit dose to TLD. Das et al.*® used both
large (3.2x3.2%X0.9 mm®) and small (1X1xX1 mm®)
chips, whereas Davis et al.’® used thin chips (3.2x3.2
X 0.4 mm?®). The TLDs in both investigations were com-
posed of the TLD-100 formula (LiF:Mg,Ti) from Harshaw
(now Thermo Electron Corporation, Oakwood Village,
OH).15'16

Das et al.'® measured TLD light output per unit air kerma
for irradiations from three lightly filtered x-ray beams rang-
ing from 40 to 125 kVp relative to the light output per unit
air kerma for irradiations from a 4 MV x-ray beam. A Monte
Carlo photon transport (McpT) code was used to calculate the
dose to TLD per unit air kerma for the irradiations from each
of the x-ray beams. The code transported photons only and
calculated the collision kerma in the TLD. A cavity theory
correction from 0% to 2% was applied to determine the dose
to the TLD from the collision kerma. The investigators con-
cluded that there was no significant difference between the
measured and calculated relative TLD response as a function
of photon energy, and that the TLD light output was directly
proportional to the absorbed dose in the active volume of the
detector.’®

Davis et al.’® measured TLD light output per unit air
kerma at the National Research Council Canada using the
International Organization for Standardization narrow spec-
trum series (N series) x-ray beams ranging from 30 kV (N30)
to 250 kV (N250).22 The measurements were normalized to
the TLD light output per unit air kerma for a ®°Co beam.
This investigation used the MC code EGSnrc,?* which trans-
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ports both photons and electrons through the detector and
determines dose in the TLD, eliminating the need for a cav-
ity theory correction. The measured relative TLD light output
per unit air kerma as a function of photon energy was com-
pared with the MC calculated relative TLD dose per unit air
kerma, and differences of up to 10% were seen, as shown in
Fig. 1.1°

Although the Davis et al.’® investigation has been given
as an example, other studies have also reported a difference
between the measured relative TLD response as a function of
photon energy and the calculated relative TLD response. The
first published measurements of TLD light output per unit
exposure at different photon energies were done by Cameron
et al. in 1964.° In 1968, Tochilin et al.?® built on Cameron’s
earlier work and noted that neither set of TLD response data
could be explained by the difference in mass energy-
absorption coefficients of LiF and air. Budd et al.>’ in 1979
reported an average 10% difference between measured and
calculated TLD response as a function of photon energy rela-
tive to ®°Co at energies below 150 keV. This difference falls
in the same range as the Davis et al.'® data, but with much
larger uncertainties. In 2002, Olko et al.?® also reported a
10% increase in measured versus calculated LiF:Mg,Ti TLD
response in an energy range of 20-200 keV relative to **'Cs.

There is no a priori reason that the measured light output
from LiF:Mg,Ti TLDs for changing photon energy should
always be directly proportional to the absorbed dose in the
detector volume. The ionization density of the secondary
electrons is not constant for photon beams with energies
from 1 keV to 20 MeV, and there are well-known ionization
density effects with a variety of radiation dosimeters.
LiF:Mg,Ti TLDs have a supralinear dose response at high
doses (>10 Gy), and the density of the energy deposition in
the TLD is thought to play a major role.?% LiF:Mg,Ti TLDs
have also been shown to have a much different measured
light output to high linear energy transfer (LET) radiation per
unit absorbed dose (e.g., alphas, neutrons, and protons) than
for low LET radiation (e.g., photons, electrons).**** Another
LiF-based TLD, LiF:Mg,Cu,P (TLD-100H), has been shown
to have differences of up to 35% between calculated and
measured TLD response as a function of photon energy for
x-ray beams from 30-250 kV.'%%2 Aside from TLDs, other
media also demonstrate changes in response for varying ir-
radiation energies. For example, the average energy required

for ionization of dry air, W/e, is relatively constant over a
wide range of photon energies of interest in medical physics,
but it departs significantly when the secondary electron en-
ergies drop below 1 keV.* In addition, in Fricke dosimeters
the efficiency of ferric ion production, or G(Fe®*) value, has
been shown to have a small dependence on photon energy
between ®°Co photons and 20 and 30 MV photon beams.**
None of these effects would be predicted with conventional
Monte Carlo simulations that simply calculate the total en-
ergy deposited in a dosimeter, without regard for ionization
density. For LiF TLDs, several investigators have had suc-
cess modeling some of these behaviors by taking into ac-
count microdosimetric aspects of the thermoluminescence
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process that are not currently modeled by conventional MC
codes. 8%

The TG-43U1 report has assigned an uncertainty of 5%
on the TLD energy correction.* The uncertainty on this cor-
rection is the single largest contribution to the TLD measure-
ment uncertainties outlined in TG-43U1. The report sug-
gested that further investigations are necessary to help
resolve these discrepancies and help reduce the large uncer-
tainty associated with these corrections.

This work examines the response of LiF:Mg,Ti TLDs to
irradiations with moderately filtered x-ray beams in the range
of 20-250 kVp (effective energies of 11.5-157 keV)
and ©*'Cs (662 keV) both relative to irradiations with °Co
(1250 keV) photons. The methodology is similar to the
one presented by Davis et al.'® The aim of this investigation
is to determine if the measured TLD light output per unit
absorbed dose to TLD has any dependence on photon
energy in the range relevant for brachytherapy dosimetry
(20-1250 keV).

Il. METHODS AND MATERIALS

Harshaw TLD-100 chips (3.2 3.2 0.9 mm?) (Thermo
Electron Corporation, Oakwood Village, OH) were used for
all measurements. The Cameron method of annealing was
used for all the TLDs.® The TLDs were first placed in an
annealing tray and placed in a 400 °C oven for 1 h. This was
followed by 20-30 min cooling to room temperature on an
aluminum plate. The TLDs were then placed in an 80 °C
oven for 24 h and subsequently cooled to room temperature
where they remained for at least 24 h and no more than 3
days before any irradiations took place. The tray used for
annealing was made of aluminum and had holes drilled out
to hold the individual TLDs in place. After construction, the
aluminum tray was heated to 400 °C for at least 6 h. This
was done to oxidize the surface and created Al,O5, which
does not react with the TLDs.

TLDs were read with a Harshaw 5500 automatic TLD
reader 24 h after irradiation. The Harshaw 5500 is a hot gas
reader with the photomultiplier tube (PMT) aligned to read
from the side of the TLD, which has been mechanically
lifted from the holding carousel. The time temperature pro-
file for reading each chip starts when the gas is at 50 °C, at
which point the gas temperature increases by 15 °C/s to a
maximum of 350 °C where it is held constant for 26.7 s,
after which the gas is cooled to 50 °C before the next chip is
read. The PMT charge is integrated over the temperature
ramp-up and plateau regions of the heating profile.

The Harshaw 5500 PMT was found to have a nonlinear
over response at high currents. A series of measurements
were conducted by the University of Wisconsin Medical Ra-
diation Research Center (UWMRRC) TLD laboratory to
characterize the PMT nonlinearity, and a correction algo-
rithm was implemented to correct the integrated charge un-
der the glow curve for every TLD reading. The corrections
ranged from 0% to 4.8% for this work depending on the light
output of the TLD. A TLD that emitted more light had a
higher PMT nonlinearity correction than a TLD that emitted
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less light. Without correcting for the PMT over response, the
TLD data demonstrated a nonlinear dose response in the
range from 40-100 cGy, where TLD-100 is expected to be
linear.® After the correction algorithm was applied, the TLDs
demonstrated a linear dose response in this range within
+0.3%.

For the measurements, 80 TLDs were chosen based on
sensitivity (within 1.5% of the mean reading) and reproduc-
ibility (within 1.5%) from an initial batch of 300 TLDs. Chip
calibration coefficients were then determined for each of
these 80 TLDs to account for their relative response to ®°Co
irradiation. A chip calibration coefficient (ng) is the indi-
vidual chip’s light output per unit air kerma when irradiated
by ©Co photons. A description of the holder used for the
®9Co irradiations is provided in the next section.

IILA. TLD Irradiations

For the %°Co irradiations, the chips were irradiated in a
square 10X 10 cm? poly(methylmethacrylate) (PMMA)
holder with a 5.2 mm thick front face and 8.8 mm thick back
face. They were held in machined holes approximately 6 mm
in diameter. The holder had room for 100 TLDs, with one
TLD per hole and horizontal and vertical spacing of 8 mm
between the centers of adjacent holes. The holes were
1.1 mm deep, so when a TLD was in place there was a total
of about 0.2 mm air gap between the front and back PMMA
walls and the faces of the TLD. The front face was thick
enough to provide charged particle equilibrium for the ®°Co
photon beam. The same holder was used for the **'Cs irra-
diations, but a thinner front plate of 2.9 mm was used to
ensure charged particle equilibrium.

The University of Wisconsin Accredited Dosimetry Cali-
bration Laboratory’s (UW-ADCL) Theratronics El-Dorado
78 ®°Co irradiator was used with a 20 <20 cm? field size
with the front surface of the TLDs at a distance of 100 cm
from the source. In one case a 20X 20 cm? field size at
200 cm was used to obtain a lower air kerma rate. The TLD
holder was centered along the central axis of the ®°Co beam
each time using ceiling and wall-mounted lasers. Irradiation
times were determined from air kerma measurements on a
reference date using a National Institute of Standards and
Technology (NIST) calibrated ionization chamber and were
corrected for source decay. The minimum division of pro-
grammed irradiation time was 0.01 min, and a shutter error
of 0.012 min was factored into the calculated irradiation
times, the minimum of which was 0.30 min.

The '¥Cs source used for irradiations was the UW-
ADCL’s Hopewell G10 *'Cs irradiator. The irradiated field
size was 10X 10 cm? with the front surface of the TLDs at
100 cm from the source. Air kerma rates for irradiation were
determined on the day of exposure using a NIST calibrated
ionization chamber. As it was for the %°Co beam, the TLD
holder was centered along the central axis of the *’Cs beam
using ceiling and wall-mounted lasers.

A special TLD holder was constructed for the x-ray irra-
diations and is shown in Fig. 2. The holder was created to
allow the TLDs to maintain their position while also being as
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Fic. 2. Specialized holder for x-ray TLD irradiation. The holder consists of
two Kapton® sheets (0.025 mm thick) and Kevlar® threads.

close as possible to free-in-air conditions. The holder caused
minimal attenuation and scatter of the x-ray beam and con-
sisted of a square aluminum frame with a cutout region in the
middle measuring 12X 12 cm?, which is larger than the 10
X 10 cm? x-ray field. Kevlar® threads were strung across
the square both vertically and horizontally creating nine
“holes” for the TLDs to sit in. The threads were approxi-
mately 0.25 mm in diameter. Five TLDs were irradiated at
the same time and were placed in an “X” pattern to minimize
scatter from one TLD to the other. The Kevlar® threads were
used to separate and stabilize the TLDs while they were ir-
radiated. Two 0.025 mm thick Kapton® sheets were placed,
one in front of the Kevlar® threads and one behind, to keep
the TLDs upright during irradiation. The Kapton® was
pulled taut so that the front and back sheets touched the
surface of the TLDs. As with the other beams, the holder was
centered along the central axis of the x-ray beam using ceil-
ing and wall-mounted lasers.

The x-ray device used was an Advanced X-Ray (AXI)
constant potential x-ray system with a Gulmay CP 320 gen-
erator and a Comet 320 tungsten anode tube. All irradiations
with the x-ray unit were performed with the front surface of
the TLDs at 100 cm from the source and a field size of 10
X 10 cm?. The beam code, first half-value layer (HVL), and
the homogeneity coefficient (HC) for the x-ray beams used
are presented in Table I. The x-ray beams were carefully
matched for first and second HVL with the comparable x-ray
beams at NIST, so the NIST beam codes were used here for
simplicity.*® Also presented in Table I are the tabulated beam
data from the Gesellschaft fir Strahlen und Umweltfors-
chung (GSF) compilation by Seelentag et al.,* used for the
Monte Carlo simulations of the x-ray beams.

Before TLD measurements of a specific x-ray beam were
performed, the air kerma rate was measured for that beam
using a NIST calibrated ionization chamber. The chambers
have a 1.0% uncertainty (k=2) in their calibration coefficient
from NIST. The TLDs were irradiated to well known “air
kerma levels,” which means that the irradiation timer was set
to deliver a known air kerma at 100 cm if the TLDs and
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TaBLE |. Beam codes, first HVL, HC, and effective energy of x-ray beams used for experiments. The effective
energy is the monoenergetic energy with the same first HVL. Also listed are the tabulated spectra from the GSF
compilation (Ref. 36) used as initial spectra for the Monte Carlo simulations. The first HVL and effective
energy are compared to that of the experimental x-ray beams.

UW beams GSF beams
Beam 1st HVL Effective energy GSF spectrum No. 1st HVL Effective energy
codes (mm Al) HC (keV) (mm Al) (keV)
M20 0.148 75 11.5 11 0.16 11.8
M30 0.356 65 155 21 0.38 15.9
M40 0.728 66 19.8 32 0.71 19.7
M50 1.02 66 22.4 43 1.04 22.6
M60 1.68 66 26.9 49 1.54 26.0
M80 2.96 68 335 60 2.76 325
M100 4.98 72 42.1 71 5.02 42.2
M120 6.96 78 49.9 80 6.31 475
M150 10.2 87 67.0 94 10.2 67.2
M200 149 98 99.8 107 14.7 98.6
M250 18.5 98 145 123 18.0 140
L100 2.80 58 32.7 67 2.64 31.9
68 3.02 338
H100 134 99 85.9 75 12.9 81.4

holder were not present. This terminology will be used
throughout the article. To account for any dose dependent
nonlinearity, TLDs were irradiated to four air kerma levels
(40, 60, 80, and 100 cGy) using five TLDs for each irradia-
tion. These TLDs were then compared to TLDs irradiated
using %°Co the same day. The TLDs irradiated using *°Co
were irradiated in sets of five TLDs to three known air kerma
levels (44, 66, and 88 cGy). It is not critical that the air
kerma irradiation levels for the x-ray beams and ®°Co were
different as the comparison was made using TLD light output
per unit air kerma. All of the photon beams had a field flat-
ness of less than 1% over the central 80% of the field and
considerably better flatness over the small area covered by
the TLDs. To account for background exposure, four chips
were not irradiated and were used as controls. The ®°Co chip
calibration coefficients for the entire set of TLDs were re-
measured once after each set of TLD response measurements
to ensure that the chip calibration coefficients had not
changed substantially and to maintain a high level of preci-
sion.

Beam qualities of H100 (highly filtered) and L100 (lightly
filtered) were used to allow comparison of TLD response to
the Davis et al.’® N100 data, and to look at differences with
beam quality for the same kilovoltage setting of 100 kV on
the x-ray tube. Due to the low air kerma rate from the H100
beam, three sets of five TLDs were irradiated to air kerma
levels of 4.4, 6.5, and 8.7 cGy. For the ®°Co reference
for these TLDs, three sets of five TLDs were irradiated at
200 cm from the ®°Co source. The air kerma levels were 8.5,
11.5, and 14.5 cGy.

II.B. Monte Carlo calculations

If the light output from the TLD is directly proportional to
the absorbed dose in the TLD, and certain conditions out-
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lined below are met, then the TLD light output per unit air
kerma as a function of monoenergetic photon energy could
be calculated using the ratios of the mass energy-absorption
coefficients for the TLD and air. The TLD light output per
unit air kerma relative to *°Co photons would be calculated
using

- [(Men/P)TLD/(Men/P)air]E
[(Men/P)TLD/(Men/P)air]GOCO ’

C.(E) (1)

where C, denotes the analytical calculation of the relative
TLD light output per unit air kerma as a function of photon
energy, and E is the monoenergetic photon energy.5*® This
calculation can be extended to polyenergetic spectra by using
spectrum averaged mass energy-absorption coefficients
weighted by the energy fluence, wen/p.

The analytical calculation only holds true under condi-
tions that all the electrons that deposit energy into the TLD
are set in motion in the TLD, there is no scatter or attenua-
tion of the photons due to the holder, and there is no attenu-
ation of the photon beam through the TLD.® These assump-
tions are invalid for the work presented here since the finite
thickness of the TLD does attenuate the beam and a slight
amount of scatter is expected. For these reasons, calculations
of dose in the TLDs were performed using MC simulations,
and these results will be compared to calculations that use
the simple analytical method.

To determine the predicted TLD light output per unit air
kerma as a function of photon energy, MC simulations were
performed using the MCNP5 code.*” The mcplib04 (Refs. 38
and 39) and el03 (Ref. 40) libraries were used for photon and
electron cross sections. The *F8 tally, which calculates the
energy deposition per starting particle, was used to calculate
the air kerma and the dose deposited in the TLDs. The *F8
tally uses an energy balance method to determine the energy
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deposited in a specific geometric volume, known as a “cell.”
The difference between the amount of kinetic energy enter-
ing the cell and the kinetic energy leaving the cell is calcu-
lated, with the results normalized by the total number of
particle histories.>’ In this way, electrons can deposit energy
as they slow down or photons can deposit energy if they are
below the predetermined energy cutoff. The MC simulations
for the x-ray beam irradiations included the modeled holder
with five TLDs in an X pattern, the Kapton® sheets, and the
Kevlar® threads.

Following the methodology set forth by Davis et al.,'® the
dose to the TLD per unit air kerma (D p/K,i) was found
using two simulations for each photon beam. The first simu-
lation calculated the dose to the TLD per unit incident flu-
ence with the TLD in the irradiation geometry. The second
simulation calculated the air kerma per unit incident fluence
in a thin slab (2 wm thick) of air. Electrons were explicitly
transported because the electron range was on the order of
the size of the TLD for the **’Cs and %°Co beams and thus
avoided any cavity theory corrections that otherwise would
have been required. The photon energy cutoff was 1 keV for
both sets of calculations, and the electron cutoff was 5 keV
for the TLD dose calculations and 2 MeV for the air kerma
calculations. The high electron cutoff for the air kerma cal-
culations effectively turned off electron transport and meant
that kerma was calculated instead of dose. The forced colli-
sion variance reduction technique was employed for both the
TLD and air kerma simulations to ensure that charged par-
ticles were created in the regions of interest.®” The Drip/Kair
for each beam was then divided by the same ratio found for
the ®°Co beam to determine the calculated relative TLD dose
per unit air kerma for each energy.

The spectra for the x-ray beams were taken from the
Seelentag et al. GSF report data,®® the °Co spectrum was
taken from Mora et al.,* and the **'Cs spectrum was taken
from Seltzer and Bergstrom.42 The GSF spectra and first
HVLs are shown in Table I. Two GSF spectra points are
listed for the UW-ADCL’s L100 x-ray beam because the
HVL fell between two of the listed GSF beams. The compo-
sition and densities for air, Kapton®, and PMMA were taken
from Berger et al.** while the TLD-100 composition and
density were from Thermo Electron Corporation (composi-
tion by weight of 73.28% Li, 26.70% F, 0.02% Mg, and
0.001% Ti, with a density of 2.64 g/cm3).* The Kevlar®
composition was calculated based on the chemical formula
of (Cy4H1gN,0,),, from the Kevlar® Technical Guide from
DuPont,*> with a density of 1.44 g/cmd.

II.C. Data analysis

The raw reading of light output from each TLD was cor-
rected for PMT linearity, background, and individual chip
calibration coefficient using

_M"ke-M,
nCC '

R )

where R is the corrected result (in Gy), M’ is the raw inte-
grated charge reading from the PMT (in nC), ki is the lin-
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earity correction applied to the TLD reading from the TLD
reader PMT response function, My, is the background reading
(in nC) found by reading out nonirradiated control TLDs that
were annealed at the same time as the TLDs used for experi-
ments, and n is the calibration coefficient unique to each
TLD, discussed earlier.

The corrected TLD measurements were divided by the
irradiated air kerma level for each TLD, and the results were
averaged across all of the air kerma levels for each photon
beam. The mean result for a given photon beam, X, was
divided by the mean result for the reference TLDs irradiated
using the ®°Co beam to get

(R/Kair)x

M(X) = — ,
9 (R/Kair)soc,

@)

where M(X) is the measured TLD light output per unit air
kerma for photon beam X relative to ®°Co, and Kair is the
irradiated air kerma level (if the TLD and holder were ab-
sent).

A similar methodology was used for the analysis of the
Monte Carlo simulation results. The MC simulations calcu-
lated the dose to the TLD per unit fluence (D p/P) and the
air kerma per unit fluence (K,;,/ ®), for all x-ray beams used,
as well as *¥Cs and %°Co. The ratio of these results gave the
dose to TLD per unit air kerma (Dt p/Kgi;). The result for a
given photon beam was divided by the results for the ®°Co
beam to get

(Drio/Kair)x

Cuc(X) = ,
uelX) (Drio/Kair)soco

(4)

where Cyc(X) is the Monte Carlo-calculated TLD dose per
unit air kerma for photon beam X relative to ®°Co.

The ratio of the measured TLD response to the Monte
Carlo-calculated TLD response is determined by dividing
M(X) by Cyc(X) for each photon beam to get

() = M(X) _ (R/D1 p)x
Cmc(X)  (R/D1ip)éoce

where 7(X) is the measured TLD light output per unit calcu-
lated dose to TLD for photon beam X relative to ®°Co. If the
light output from the TLDs is directly proportional to the
absorbed dose to the TLD independent of photon energy,
7(X) should be unity.

(5)

Ill. RESULTS

The results of the measured TLD light output per unit air
kerma and the Monte Carlo-calculated TLD dose per unit air
kerma for all of the photon beams relative to °Co are pre-
sented in Table Il and plotted in Fig. 3. Also plotted in Fig. 3
is the TLD dose per unit air kerma relative to ®°Co calculated
with the simple analytical method [Eg. (1)]. The mass
energy-absorption coefficients used for the analytical method
were based on monoenergetic photon energies and were ob-
tained from the NIST online database.’* The relative TLD
light output per unit air kerma for the H100 and the L100
beams was measured to show the potential differences due to
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TaBLE II. Measured TLD light output per unit air kerma, M(X), and calculated TLD dose per unit air kerma
using MCNP5, Cy,c(X), both relative to the °Co irradiations. The respective total combined uncertainty at a
coverage factor of k=1 is also presented for both sets of data. Also shown is 7(X), the ratio of measured
response to MC calculated response with corresponding percent uncertainty, u, at a coverage factor of k=1.

Beam Effective E M(X) u(M) Cuc(X) u(Cpe) 7(X) u(n)
code (keV) (measured) (%) (MCNP5) (%) (ratio) (%)
M20 115 0.947 1.4 0.877 6.9 1.079 7.0
M30 155 1.151 1.9 1.064 3.0 1.082 35
M40 19.8 1.279 1.9 1.165 15 1.098 2.4
M50 22.4 1.310 1.8 1.199 1.3 1.093 2.2
M60 26.9 1.372 15 1.233 1.2 1.112 1.9
M80 335 1.365 1.4 1.231 1.1 1.108 1.7
M100 421 1.313 1.4 1.200 1.0 1.094 1.7
M120 49.9 1.279 15 1.174 1.0 1.089 1.8
M150 67.0 1.243 1.8 1.115 0.9 1.115 2.0
M200 99.8 1.155 1.3 1.050 0.8 1.099 15
M250 145 1.122 1.4 1.010 1.1 1.112 1.8
L100 32.7 1.348 15 1.215 1.1 1.109 1.9
H100 88.6 1.199 1.4 1.065 0.9 1.126 1.7
1¥7cs 662 1.056 15 1.018 1.2 1.038 1.9
%cCo 1250 1.000 - 1.000 - 1.000 -

differences in spectra shape. The H100 beam has a much
narrower spectrum than the M-series beams, while the L100
beam has a broader spectrum with a larger low energy com-
ponent. The results from these beams agree well with the
M-series data when compared using effective energies and
seem to show minimal effects from differences in spectra
shape (Table II). For clarity, the results from those beams
were omitted from the figures so the focus would remain on
the M-series beams and because those results slightly perturb
the overall trends. This is consistent with NIST Special Pub-

—_
(5]

® M(X), measured E
® C,.(X), MCNP5 calculated | 3

A C (E), analytical calculation
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>
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Relative TLD light output per unit air kerma
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©
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Fic. 3. Measured TLD light output per unit air kerma as a function of
photon energy [M(X)], as well as calculated dose to TLD per unit air kerma
as a function of photon energy for the Monte Carlo [Cyc(X)] and analytical
[C,(E)] methods. All results are normalized to the response to °Co photons.
The decrease in response toward lower photon energies for both M(X) and
Cuc(X) is due to self-attenuation through the TLD, which the simple ana-
Iytical method does not take into account. Differences between M(X) and
Cuc(X) are likely due to solid state physics interactions not being modeled
by mcnps.
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lication 250-58,% which states that discontinuities can occur
when response data from different x-ray beam series are
plotted together.

At high photon energies, the MC calculated and analytical
TLD dose per unit air kerma agree well. However, at ener-
gies below approximately 60 keV, the MC and analytical
calculations start to diverge. This difference is primarily due
to the self-attenuation of the x-ray beam in the TLD, but is
also partly due to photon attenuation and scattered photons
from the Kapton®, Kevlar® threads, and other TLDs. All
photon attenuation and scatter is modeled by the MC simu-
lations, but is not accounted for in the analytical mass
energy-absorption coefficient ratio. To verify that this dis-
crepancy at low energies was primarily due to TLD self-
attenuation, MC simulations were performed to look at the
MC calculated response with varying thickness of TLDs, us-
ing monoenergetic 20 keV photons. The simulations were
performed with TLD thicknesses of 1, 0.1, and 0.01 mm, and
with electron transport turned off so that even the thin TLDs
would be considered “large” cavities. The MC calculated
TLD dose per unit air kerma was 6.7% lower than the ana-
Iytical calculation for the 1 mm thick TLD, but this improved
to 0.3% lower than the analytical calculation for the 0.1 mm
thick TLD and 0.1% higher than the analytical calculation
for the 0.01 mm thick TLD. Hence, the deviations seen be-
tween the MC calculations and the analytical results for the
standard TLD thickness are primarily attributed to the self-
attenuation of the beam through the TLD.

The results of the measured TLD light output per unit
calculated dose to TLD relative to ®°Co [Eq. (5)] are pre-
sented in Fig. 4 and Table IV. The TLDs demonstrated an
8% - 13% higher measured signal for the x-ray beam irradia-
tions relative to ®Co than was predicted by the MC simula-
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Fic. 4. Ratio of measured TLD light output per unit air kerma to Monte
Carlo calculated TLD dose per unit air kerma from Fig. 3. The result is the
measured TLD light output per unit calculated dose to TLD, or 7(X).

tions. For the *’Cs irradiations, the TLDs had a 3.8% higher
measured signal relative to ®°Co than was predicted by the
MC simulations.

[IILA. Uncertainty

Sources of uncertainty for the TLD experiments were the
TLD reproducibility, air kerma rate determination, TLD po-
sitioning, PMT linearity correction, TLD reader stability, and
uniformity of the radiation field over the irradiation area. The
TLD reproducibility differs for each photon beam as it is the
quadratic sum of the standard deviation of the corrected
readings [R from Eq. (2)] of the TLDs irradiated at that x-ray
beam and the corresponding ®°Co readings. The air kerma
rate uncertainties were based on the values reported by the
UW-ADCL, and stemmed primarily from the uncertainty on
the NIST calibration of the reference ionization chambers.
The calibration uncertainties of the reference ionization
chambers were 0.5% (k=1) for the x-ray beams, 0.75% (k
=1) for the ¥’Cs beam, and 0.7% (k=1) for the %°Co beam.
The other measurement uncertainties were constant for each
of the photon beams. A sample analysis for the M60 x-ray
beam is presented in Table Ill. Since the measured results

TaBLE IIl. Example of uncertainty analysis for measured TLD data, using
the M60 beam. Values are expressed in percent.

Parameter Type A Type B

TLD reproducibility 0.72

Air kerma rate determination 0.64

TLD positioning 0.30

PMT linearity correction 0.40

Reader stability 0.20

Field flatness 0.10

Quadratic sum 0.72 0.84

A and B quadratic sum 111

Measured TLD uncertainty 1.11 %(k=1)
2.21 %(k=2)
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were normalized to %°Co, the measurement uncertainty for
each beam was added in quadrature with the %°Co measure-
ment uncertainties. Uncertainties for each x-ray beam are
listed in Table Il with the percent uncertainty expressed with
a coverage factor k=1.

Sources of uncertainty for the Monte Carlo simulations
include uncertainty in the TLD thickness, TLD positioning,
photon spectra, photon cross sections, and statistical uncer-
tainties. Sufficient particles were run with each simulation to
reduce the statistical uncertainty for each calculation to less
than 0.2%. To determine the uncertainty in the photon cross
sections, the methodology proposed in TG-43U1 (Ref. 1)
was used. Simulations were performed using the older
mcplib03 (Ref. 46) cross section library for photons and con-
sisted of determining Cy,c(X) for each beam quality. Most of
the differences in photon cross sections between the two li-
braries are in the photoelectric absorption cross sections,
which will tend to affect the lower energy beams. The dif-
ferences in air kerma results were used to estimate the over-
all shift in cross sections between the two libraries, and the
change in Cyc(X) relative to the overall shift in cross sec-
tions was used to determine the sensitivity of Cyc(X) to
changes in the photon cross sections. Since Cyc(X) is a ratio
of Dr p(X) and K, (X), it is expected that the change in
Cuc(X) is less than the overall shift in cross sections. The
overall uncertainty of photon cross sections in this energy
range is 2%,% so this uncertainty and the previous results
were used to determine the uncertainty in Cyc(X). The high-
est uncertainty due to cross sections was 1.5%, for the M20
beam. TG-43U1 provides a more detailed explanation about
this type of analysis with respect to dose-rate constant
uncertainties.

The uncertainties in the spectra were difficult to quantify,
because the low energy photon tails of the M-series x-ray
beams would tend to have a large impact on the results but
the similarity of the tabulated GSF beams to the UW-ADCL
beams in this region was not known. In an attempt to deter-
mine the impact of very low energy photons, several simu-
lations were repeated using a photon energy cutoff of 10 keV
instead of 1 keV. This primarily affected the calculations for
the M20-M50 beams by effectively removing the contribu-
tion from x-ray beam photons less than 10 keV. As expected,
the most pronounced effect was for the M20 beam, with an
11.5% change in calculated relative TLD dose per unit air
kerma. This change decreased to 4.5% for the M30 beam,
1.3% for the M40 beam, and 0.8% for the M50 beam. This
uncertainty was assumed to be a rectangular distribution and
was represented as a type B uncertainty. The choice of
10 keV as the cutoff energy was rather arbitrary, but it did
have the intended effect of increasing the calculated uncer-
tainty for the lowest energy beams. An additional 0.5% un-
certainty was added to the analysis for each beam to take into
account the uncertainties in photon spectra for energies
above 10 keV.

The uncertainty due to variations in the TLD thickness
was determined by performing simulations with the M20-
MB80 beams using a TLD thickness 0.02 mm larger than the
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TaBLE IV. Example of uncertainty analysis for the MCNP5 calculations,
using the M60 beam. Values are expressed in percent.

Parameter Type A Type B

Statistical uncertainty 0.12

TLD thickness 0.05

TLD positioning 0.30

Energy cutoff 0.07

Photon spectrum 0.50

Cross sections 0.86

Quadratic sum 0.12 1.05

A and B quadratic sum 1.05

MCNPS Uncertainty 1.05 %(k=1)
2.11 %(k=2)

standard thickness. This is consistent with the 2o variation in
measured thickness across 80 TLDs. The calculated differ-
ence in Cyc(X) from the standard thickness was 0.7% for the
M20 beam and decreased with increasing photon energy.
From these simulations the uncertainty was assumed to be a
type B Gaussian distribution uncertainty at a coverage of k
=2. An additional 0.3% uncertainty was added for each of
the x-ray beams to account for changes in inter-TLD scatter,
since the placement of TLDs in the MC model may not have
matched the experiments exactly. A sample of the Monte
Carlo uncertainty analysis for the M60 x-ray beam is pre-
sented in Table V. The total combined uncertainties in each
of the Cyc(X) values are presented in Table II.

It is possible that the electron contamination from some of
the higher energy x-ray beams may have added additional
uncertainty in the measurement results. The Kapton® sheet
that was used to hold the TLDs in place was only thick
enough to provide full CPE conditions for photon energies
below about 40 keV, and although the TLD is thick enough
to provide full buildup within a very short distance, the pos-
sible contamination electrons from the x-ray filter could
cause inflated values for the TLD doses. To study this effect,
a separate Monte Carlo simulation of the TLD dose was
performed with an unfiltered 250 kVp photon source, with
photons and electrons transported through the copper/
aluminum filter. When electron transport in the air between
the filter and the Kapton® sheet was turned off, the depth
dose profile in the TLD increased to a maximum at about
75 pwm deep, then after the first 75 um it followed very
closely with the kerma profile. When electron transport was
turned on between the x-ray filter and the Kapton® sheet, the
depth dose profile showed that the TLD dose was 2.4% high
in the first 10 wm, but matched the kerma profile past
10 um. Although the electron spectrum may be different in
the first 75 wm than if full buildup conditions were used, we
feel that it is unlikely that there was a substantial impact on
our results and have not added any additional uncertainty due
to this effect.

IV. DISCUSSION

As mentioned in Sec. I, there is no a priori reason that the
measured TLD light output should be directly proportional to
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Fic. 5. Comparison of this work with the work of Das et al. (Ref. 15) and
Davis et al. (Ref. 16).

the absorbed dose to the TLD with changing photon energy.
The results presented here show that the measured TLD light
output was 8%—13% higher for the x-ray beam irradiations
relative to °Co than would be expected based on the Monte
Carlo calculations of absorbed dose to TLD. The hypothesis
is that there are processes occurring within the TLD at the
solid state level that have a dependence on ionization density,
which is not taken into account with standard Monte Carlo
photon/electron transport codes.

A comparison of the data from this work, Das et al.,*® and
Davis et al.'® is shown in Fig. 5. Both this work and Davis et
al.™® show the measured TLD light output per unit absorbed
dose to TLD is higher than the Monte Carlo-calculated re-
sponse. In general, the agreement with Davis et al.'® is fairly
good, usually within 4%, with a maximum discrepancy of
about 6%. The Davis et al.’® data show a “dip” in the re-
sponse at ~50-60 keV, and although there is a hint that one
could be present in the current data (Figs. 4 and 5), it is
obscured by the M150 point. The lack of a dip in the current
measurements could be that it is obscured in the measure-
ment and calculation uncertainties, but it could also be due to
the fact that the current work used x-ray beams with much
broader photon energy spectra, which could have the effect
of partially “blurring” out this feature. The results in this
work appear to be systematically higher than the ones from
Davis et al.'® by a few percent (Fig. 5), and the reason for
this discrepancy needs to be explored. The Davis et al.*®
Monte Carlo simulations used EGSnrc, not MCNP5, but the
photon cross section data were very similar between the two
codes, and internal benchmark comparisons between the two
codes for similar calculations in this energy range have al-
ways agreed within 0.5%.

It is possible that some differences in measured TLD re-
sponse from Davis et al.!® could be attributed to differences
in x-ray spectra (narrow spectra versus moderately filtered
spectra). However, the results of the H100 and L100 beam
comparison suggest that differences in the shape of the pho-
ton spectra have only a small effect.
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The microdosimetric models by Olko et al.?® suggest that
the variation from unity in Fig. 5, seen in this work and by
Davis et al.,*® can be explained by differences in the ioniza-
tion density of electrons generated with the different energy
photon beams. The work by Horowitz*® points to the recom-
bination (i.e., heating) stage as being important for ionization
density effects, and these effects are also dependent on the
trapping structure in the TLD crystal. For this reason, it is
possible that some of the discrepancies between this work
and Davis et al.” could be due to differences in the TLD
annealing process, different methods of TLD readout (hot
gas versus planchet), or differences in the heating rate and
maximum temperature of the TLDs (time temperature pro-
files). This is only speculation at this point, but if proven true
it could be a very important result, since it would make it
difficult for TLD measurements at different institutions to
have universal validity without similar TLD processing tech-
niques. The importance of listing TLD processing techniques
was previously highlighted in a letter to the editor of Physics
in Medicine and Biology by Kron et al.*” They recom-
mended a checklist of parameters that should be listed in
TLD investigations to facilitate comparisons between differ-
ent investigators.

The results of this investigation also differ from Das et
al.™® The uncertainty in this work is less than that in the Das
et al.”® work. Also, Das et al.™® normalized data to 4 MV x
rays while this work used ®°Co as the reference energy, al-
though there is little expected change in response between
9Co and 4 MV x rays. However, the data of this investiga-
tion show that there is a difference between the MC gener-
ated TLD response and the measured response as a function
of photon energy, whereas Das et al.”® concluded that there
was no significant deviation between the measured and MC
calculated response. The difference between the MC calcu-
lated and the measured response may not have been seen
very often in the past because the effect is on the order of
magnitude of investigators’ uncertainties.”>*" Only by
minimizing uncertainties in this study was the effect quanti-
fied.

The last important point of discussion is the impact of
these results on the dose-rate constants of low energy
brachytherapy sources measured with TLDs. The TLD en-
ergy correction applied in brachytherapy publications is
based on the relative TLD light output per unit dose to water,
which was not measured here, so the measurement results
from this work cannot be used directly to determine a new
energy correction factor. The results from the measured TLD
light output per unit dose to TLD as a function of photon
energy (Figs. 4 and 5) can be used to predict the difference
between the measured energy correction and one calculated
using Monte Carlo simulations. Monte Carlo methods for
TLDs at 1 cm in water calculate an energy correction in
water of about 1.42 for 1®Pd or %I relative to ®°Co or 4 or
6 MV photons.?® The results of this work demonstrate that
the actual correction could possibly be 9%—11% higher than
that, or in the approximate range of 1.55-1.58. If true, this
would have a major impact on measured dose-rate constant
results, and in most cases would reduce the generally good
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agreement that investigators have found between measured
and Monte Carlo-calculated dose-rate constants.! Williamson
and Rivard®® determined ratios of calculated-to-measured
dose rate distributions for *°*Pd and ?°I seeds across 52
different candidate data sets, and at a radial distance of 1 cm
the Monte Carlo calculated results were about 2% less than
the measured TLD results on average. If a 9%—11% correc-
tion was applied to the measured TLD results, this would
mean that the Monte Carlo calculated results would be about
7%-9% higher than the measured TLD results on average.
This effect will need to be proven in future work, and if
possible it should be measured directly using well character-
ized ?°1 and %pd sources.

V. CONCLUSIONS

The ratio of measured TLD light output per unit air kerma
as a function of photon energy to the MC calculated TLD
dose per unit air kerma indicates that the light output of
TLD-100 is not directly proportional to the dose to TLD over
the range of photon energies investigated. The data indicate
that TLD-100 has a measured response that is 8%—13%
higher than the MC calculated response in the energy range
of 12 keV (effective energy of the M20 beam) to 145 keV
(effective energy of the M250 beam) relative to *°Co pho-
tons. The data are broadly consistent with the results of
Davis et al.,'® although a slightly larger effect was seen here.
The implication of this discrepancy is that there may be mea-
surable differences from published TG-43U1 dose-rate con-
stants currently in use. The difference in measured and MC
calculated TLD response is likely due to the MC simulations
not properly accounting for the solid state physics of the
thermoluminescence mechanism. The Monte Carlo simula-
tions do model the self-attenuation of the TLDs, however,
which a simple analytical calculation based on a ratio of
mass energy-absorption coefficients does not.

ACKNOWLEDGMENTS

The authors would like to thank Benjamin Palmer for his
development of the TLD holder for the x-ray irradiations,
Shannon Holmes for her invaluable editing of the manu-
script, the staff and students of the UWMRRC for their con-
tinued support and recommendations, and UW-ADCL’s cus-
tomers for supporting this work and the UWMRRC’s
ongoing research program.

AE|ectronic mail: aanunn@gmail.com

IM. J. Rivard, B. M. Coursey, L. A. DeWerd, W. F. Hanson, M. S. Hugq, G.
S. Ibbott, M. G. Mitch, R. Nath, and J. F. Williamson, “Update of AAPM
Task Group No. 43 Report: A revised AAPM protocol for brachytherapy
dose calculations,” Med. Phys. 31, 633-674 (2004).

2R, Nath, L. L. Anderson, G. Luxton, K. A. Weaver, J. F. Williamson, and
A. S. Meigooni, “Dosimetry of interstitial brachytherapy sources: Recom-
mendations of the AAPM Radiation Therapy Committee Task Group No.
43,” Med. Phys. 22, 209-234 (1995).

M. J. Rivard, W. M. Butler, L. A. DeWerd, M. S. Hug, G. S. Ibbott, A. S.
Meigooni, C. S. Melhus, M. G. Mitch, R. Nath, and J. F. Williamson,
“Supplement to the 2004 update of the AAPM Task Group No. 43 Re-
port,” Med. Phys. 34, 2187-2205 (2007).

“P. R. Almond, P. J. Biggs, B. M. Coursey, W. F. Hanson, M. S. Hug, R.
Nath, and D. W. O. Rogers, “AAPM’s TG-51 protocol for clinical refer-


http://dx.doi.org/10.1118/1.1646040
http://dx.doi.org/10.1118/1.597458
http://dx.doi.org/10.1118/1.2736790

1869 Nunn et al.: TLD response as a function of photon energy

ence dosimetry of high-energy photon and electron beams,” Med. Phys.
26, 1847-1870 (1999).

°p. Andreo, D. T. Burns, K. Hohlfeld, M. S. Hug, T. Kanai, F. Laitano, V.
G. Smyth, and S. Wnckier, “Absorbed dose determination in external
beam radiotherapy: An international Code of Practice for dosimetry
based on standards of absorbed dose to water,” |AEA Technical Reports
Series No. 398 (International Atomic Energy Agency, Vienna, 2000).
®F. H. Attix, Introduction to Radiological Physics and Radiation Dosime-
try (Wiley, New York, 1986).

’G. H. Hartmann, W. Schlegel, and H. Scharfenberg, “The three-
dimensional dose distribution of 2| seeds in tissue,” Phys. Med. Biol.
28, 693-699 (1983).
8K. A. Weaver, “Response of LiF powder to %I photons,” Med. Phys. 11,
850-854 (1984).
°K. A. Weaver, V. Smith, D. Huang, C. Barnett, M. C. Schell, and C. Ling,
“Dose parameters of 121 and *2Ir seed sources,” Med. Phys. 16, 636—643
(1989).

0A. S. Meigooni, J. A. Meli, and R. Nath, “A comparison of solid phan-
toms with water for dosimetry of °I brachytherapy sources,” Med. Phys.
15, 695-701 (1988).

YA, S. Meigooni, J. A. Meli, and R. Nath, “Influence of the variation of
energy spectra with depth in the dosimetry of 1%Ir using LiF TLD,” Phys.
Med. Biol. 33, 1159-1170 (1988).

12p J. Muench, A. S. Meigooni, R. Nath, and W. L. McLaughlin, “Photon
energy dependence of the sensitivity of radiochromic film and comparison
with silver halide film and LiF TLDs used for brachytherapy dosimetry,”
Med. Phys. 18, 769-775 (1991).

133, F. Williamson and M. J. Rivard, “Quantitative dosimetry methods for
brachytherapy,” Brachytherapy Physics, Proceedings of the Joint AAPM/
American Brachytherapy Society Summer School, AAPM Monograph No.
31, 2nd ed. (Medical Physics, Madison, WI, 2006), pp. 233-294.

143. H. Hubbell and S. M. Seltzer, “Tables of x-ray mass attenuation coef-
ficients and mass-energy absorption coefficients (version 1.4, online),”
National Institute of Standards and Technology, Gaithersburg, Maryland,
2004.

BR. K. Das, Z. Li, H. Perera, and J. F. Williamson, “Accuracy of Monte
Carlo photon transport simulation in characterizing brachytherapy dosim-
eter energy-response artefacts,” Phys. Med. Biol. 41, 995-1006 (1996).

85, D. Davis, C. K. Ross, P. N. Mobit, L. Van der Zwan, W. J. Chase, and
K. R. Shortt, “The response of LiF thermoluminescence dosemeters to
photon beams in the energy range from 30 kV x rays to ®°Co gamma
rays,” Radiat. Prot. Dosim. 106, 33-43 (2003).

M. S. MacPherson and J. J. Battista, “Dose distributions and dose rate
constants for new ytterbium-169 brachytherapy seeds,” Med. Phys. 22,
89-96 (1995).

8N. s. Patel, S.-T. Chiu-Tsao, J. F. Williamson, P. Fan, T. Duckworth, D.
Shasha, and L. B. Harrison, “Thermoluminescent dosimetry of the Sym-
metra™ 12| model 125.506 interstitial brachytherapy seed,” Med. Phys.
28, 1761-1769 (2001).

%G, Anagnostopoulos, D. Baltas, P. Karaiskos, P. Sandilos, P. Papagiannis,
and L. Sakelliou, “Thermoluminescent dosimetry of the selectSeed %I
interstitial brachytherapy seed,” Med. Phys. 29, 709-716 (2002).

2. Mobit and 1. Badragan, “An evaluation of the AAPM-TG43 dosimetry
protocol for 1-125 brachytherapy seed,” Phys. Med. Biol. 49, 3161-3170
(2004).

23, Lymperopoulou, P. Papagiannis, L. Sakelliou, P. Karaiskos, P.
Sandilos, A. Przykutta, and D. Baltas, “Monte Carlo and thermolumines-
cence dosimetry of the new IsoSeed® model 125.517 %I interstitial
brachytherapy seed,” Med. Phys. 32, 3313-3317 (2005).

). Dolan, Z. Li, and J. F. Williamson, “Monte Carlo and experimental
dosimetry of an %I brachytherapy seed,” Med. Phys. 33, 4675-4684
(2006).

B|nternational Organization for Standardization, “X and gamma reference
radiation for calibrating dosemeters and doserate meters and for determin-
ing their response as a function of photon energy—Part 1: Radiation
characteristics and production methods,” ISO Report 4037-1:1996,
Geneva, 1996.

2| Kawrakow, “Accurate condensed history Monte Carlo simulation of
electron transport. 1. EGSnrc, the new EGs4 version,” Med. Phys. 27,
485-498 (2000).

%3 R. Cameron, D. Zimmerman, G. Kenney, R. Buch, R. Bland, and R.

Medical Physics, Vol. 35, No. 5, May 2008

1869

Grant, “Thermoluminescent radiation dosimetry utilizing LiF,” Health
Phys. 10, 25-29 (1964).

%E_ Tochilin, N. Goldstein, and J. T. Lyman, “The quality and LET depen-
dence of three thermoluminescent dosimeters and their potential use as
secondary standards,” Proceedings of the Second International Confer-
ence on Luminescence Dosimetry (US Atomic Energy Commission,
Washington, DC, 1968).

2T Budd, M. Marshall, L. H. J. Peaple, and J. A. Douglas, “The low- and
high-temperature response of lithium fluoride dosemeters to x-rays,”
Phys. Med. Biol. 24, 71-80 (1979).

%p_Olko, P. Bilski, and J. Kim, “Microdosimetric interpretation of the
photon energy response of LiF:Mg,Ti detectors,” Radiat. Prot. Dosim.
100, 119-122 (2002).

2y, S. Horowitz, “Theory of thermoluminescence gamma dose response:
The unified interaction model,” Nucl. Instrum. Methods Phys. Res. B 184,
68-84 (2001).

0y, Horowitz and P. Olko, “The effects of ionisation density on the ther-
moluminescence response (efficiency) of LiF:Mg,Ti and LiF:Mg,Cu,P,”
Radiat. Prot. Dosim. 109, 331-348 (2004).

¥1G. Massillon-JL, 1. Gamboa-deBuen, and M. E. Brandan, “Observation of
enhanced efficiency in the excitation of ion-induced LiF:Mg, Ti thermolu-
minescent peaks,” J. Appl. Phys. 100, 103521 (2006).

%), C. Saez-Vergara, A. M. Romero, M. Ginjaume, X. Ortega, and H.
Miralles, “Photon energy response matrix for environmental monitoring
systems based on LiF:Mg,Ti and hypersensitive phosphors (LiF:Mg,Cu,P
and a-Al,05:C),” Radiat. Prot. Dosim. 85, 207-211 (1999).

. Waibel and B. Grosswendt, “Determination of W values and backscat-
ter coefficients for slow electrons in air,” Radiat. Res. 76, 241-249
(1978).

*N. V. Klassen, K. R. Shortt, J. Seuntjens, and C. K. Ross, “Fricke dosim-
etry: the difference between G(Fe3*) for ®Co y-rays and high-energy
x-rays,” Phys. Med. Biol. 44, 1609-1624 (1999).

%p_ . Lamperti and M. O’Brien, “NIST measurement services: Calibration
of x-ray and gamma-ray measuring instruments,” NIST Special Publica-
tion 250-58, National Institute of Standards and Technology, Gaithers-
burg, Maryland, 2001.

%W, W. Seelentag, W. Panzer, G. Drexler, L. Platz, and F. Santner, “A
catalogue of spectra used for the calibration of dosemeters,” GSF Report
No. 560, Gesellschaft fur Strahlen und Umweltforschung, Minchen,
1979.

37x-5 Monte Carlo Team, “MCNP—A General Monte Carlo N-Particle
Transport Code, Version 5,” Report No. LA-UR-03-1987, Los Alamos
National Laboratory, 2003.

M. C. White, “Photoatomic data library MCPLIBO04: A new photoatomic
library based on data from ENDF/B-VI Release 8,” Memorandum LA-
UR-03-1019, Los Alamos National Laboratory, 2003.

*p. E. Cullen, J. H. Hubbell, and L. Kissel, “EPDL97: The evaluated
photon data library, ‘97 version,” Lawrence Livermore National Labora-
tory Report No. UCRL-50400, Vol. 6, Rev. 5, 1997.

“OK. J. Adams, “Electron upgrade for MCNP4B,” Memorandum LA-UR-
00-3581, Los Alamos National Laboratory, 2000.

“1G. M. Mora, A. Maio, and D. W. O. Rogers, “Monte Carlo simulation of
a typical °Co therapy source,” Med. Phys. 26, 2494-2502 (1999).

425 M. Seltzer and P. M. Bergstrom, Jr., “Changes in the U.S. primary
standards for the air kerma from gamma-ray beams,” J. Res. Natl. Inst.
Stand. Technol. 108, 359-381 (2003).

“M. J. Berger, J. S. Coursey, M. A. Zucker, and J. Chang, “ESTAR,
PSTAR, and ASTAR: Computer programs for calculating stopping-power
and range tables for electrons, protons, and helium ions (version 1.2.3,
online),” National Institute of Standards and Technology, Gaithersburg,
Maryland, 2005.

4K J. Velbeck, Thermo Electron RM&P, private communication, October
2001.

“Dupont. Kevlar® Technical Guide.

“®M. C. White, “Photoatomic data library MCPLIB03: An update to MC-
PLIB02 containing Compton profiles for Doppler broadening of incoher-
ent scattering,” Memorandum LA-UR-03-787, Los Alamos National
Laboratory, 2002.

47T, Kron, L. DeWerd, P. Mobit, J. Muniz, A. Pradhan, M. Toivonen, and
M. Waligorski, “A checklist for reporting of thermoluminescence dosim-
etry (TLD) measurements,” Phys. Med. Biol. 44, L15-L17 (1999).


http://dx.doi.org/10.1118/1.598691
http://dx.doi.org/10.1088/0031-9155/28/6/009
http://dx.doi.org/10.1118/1.595600
http://dx.doi.org/10.1118/1.596322
http://dx.doi.org/10.1118/1.596182
http://dx.doi.org/10.1088/0031-9155/33/10/005
http://dx.doi.org/10.1088/0031-9155/33/10/005
http://dx.doi.org/10.1118/1.596630
http://dx.doi.org/10.1088/0031-9155/41/6/004
http://dx.doi.org/10.1118/1.597597
http://dx.doi.org/10.1118/1.1388218
http://dx.doi.org/10.1118/1.1469631
http://dx.doi.org/10.1088/0031-9155/49/14/010
http://dx.doi.org/10.1118/1.2089588
http://dx.doi.org/10.1118/1.2388158
http://dx.doi.org/10.1118/1.598917
http://dx.doi.org/10.1088/0031-9155/24/1/007
http://dx.doi.org/10.1063/1.2388723
http://dx.doi.org/10.1088/0031-9155/44/7/303
http://dx.doi.org/10.1118/1.598770
http://dx.doi.org/10.1088/0031-9155/44/10/406

